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Abstract: The growing variety of spatial audio reproduction systems makes productions targeting specific loudspeaker
layouts and the corresponding channel signals no longer feasible. One solution to this problem is the use of an approach
that treats every audio source as a separate entity. As a result, the mix will be transformed into a spatial audio scene
representation, which does not depend on a specific playback system. During production or distribution, the desired
formats can be generated with appropriate reproduction modules. This contribution focuses on the spatial authoring of
the mixing process, explaining the basic concept of the source oriented approach. An implementation of the concept as a
software plug-in for an existing digital audio workstation utilizing first order Ambisonics reproduction is presented. The
extension to higher order systems will be discussed.
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1 INTRODUCTION

To describe an acoustic field in spherical coordinates, it is
convenient to use spherical harmonics [1]. Sound field de-
scriptions using spherical harmonics, also termed as Am-
bisonics, is well established especially in the context of
electronic music. The basic idea is to approximate the
acoustic field at a given point (the listener position) with a
finite number of spherical harmonics. Spherical harmonics
are elementary solutions of the wave equation in spherical
coordinates. Such a representation can be used to describe
divergent and/or convergent fields. Depending on the de-
gree of approximation (order) low-order Ambisonics and
high-order Ambisonics can be distinct. First or second or-
der Ambisonics is often used as a reproduction system inde-
pendent storage format. Several tools are available for real
time audio processing environments like Max/MSP [2] and
pure data as well as standalone applications using such en-
vironments [3]. Such systems are scene oriented and consist
of multiple objects but lack intuitive editing capabilities and
high-end processing. In professional audio production Am-
bisonics is well known, especially for the microphone tech-
nique [4][5]. A few mixing tools are available for the inte-
gration in digital audio workstations (DAW). An overview
can be found in [6] or [7]. The concept of plug-ins allow
to calculate low-order Ambisonics signals from mono or
multichannel audio files. The low order field representation
is fed through a multichannel bus to a decoder generating
the desired speaker signals. This DAW approach suffers
from difficult routing and channel based mixing by adjust-
ing the parameters track-wise without having an overview
of the complete scene and no logical representation of audio
events in an auditory scene. Only scenes with first or second
order can be handled. As a result, the integration is often not

intuitive to handle by the user. For systems having the aim
to reconstruct an acoustic field in a larger area like high-
order Ambisonics (HOA), object-oriented formats are used
in the authoring and reproduction process because of their
flexibility and independency from the reproduction set-up.
This formats can also be beneficial for spatial audio au-
thoring and storage for low-order Ambisonics. This paper
proposes a spatial audio authoring tool which integrates the
object-oriented approach for Ambisonics reproduction and
mixing. The integration of different reproduction formats
into a concept of different abstraction layer is discussed. A
concept for authoring low-order as well as higher-order rep-
resentation has been developed and implemented based on
a state-of-the-art digital audio workstation. The paper con-
centrates on the process of mixing, signal flow and work
flow issues of spatial sound design. Without loss of gener-
ality all calculations and processing examples will be given
using first order spherical harmonics. This kind of process-
ing is implemented in a first version of a spatial authoring
tool as a proof of concept.

2 AMBISONICS

Within this paper, the following definitions will be used:

1. Field representation (FR): Representation of an acous-
tic field in spherical harmonics up to a given order.

2. Source representation (SR): Representation of an
acoustic source in spherical harmonics up to a given
order.

3. Multichannel representation (MR): Signals used to
play back via loudspeakers. This includes standard
loudspeaker set-ups like stereo or 5.1 as well as rep-



resentations using a high number of channels.

4. Scene Representation: Representation of a acoustic
scene consisting of the raw audio signals for each
sound source and corresponding meta data describing
the spatial layout and source properties.

2.1. Sound field representations

The derivation in this paper is limited to the two-
dimensional case following [8],[9] and [10]. More recently,
formulation of the theory and sound field description can be
found in [11],[12].

The early derivations of Ambisonics theory founding the ef-
ficiently of such a system uses the assumption of superpo-
sition of plane waves. Sound sources far from the listener
can be considered as plane near the listening point. In the
two-dimensional case, a plane wave is characterized by its
incidence angle according to the origin ϕ and its signal in
the frequency domain Sϕ(ω). The pressure of an acoustic
field at the origin generated by a plane wave with the wave
vector kϕ is denoted as Pϕ(ω). The wave vector is given
by

kϕ = k

(
cosϕ
sin ϕ

)
, (1)

where k = ω
c . The temporal frequency f is represented by

ω = 2πf , c is the sound velocity. This leads to a pressure
of the acoustic field Pϕ(ω) in the origin given by

Pϕ(ω) = Sϕ(ω)ejk cos(φ−ϕ). (2)

The plane wave can be expanded in terms of spherical har-
monics [1],[13]

Pϕ(ω) = Sϕ(ω)J0(kr)

+ Sϕ(ω)
∞∑

m=1

2jmJm(kr) [cos(mϕ) cos(mφ)

+ sin(mϕ) sin(mφ)] , (3)

where J0 and Jm are Bessel functions of the first kind. If
the plane wave assumption holds for the loudspeaker sig-
nals at the listening position, each speaker will reproduce a
signal according to (2) at the listening position in the origin
of the coordinate system. The difference is that the speakers
are not in angle ϕ but in angle ϑn, where N is the number
of speaker [8]. The pressure Pn(ω) of the n-th speaker be-
comes

Pn(ω) = Sn(ω)J0(kr)

+ Sn(ω)
∞∑

m=1

2jmJm(kr) [cos(mϑn) cos(mφ)

+ sin(mϑn) sin(mφ)] . (4)

The complete field P (ω) is achieved by a superposition of

all speaker signals in the origin:

P (ω) =
N∑

m=1

Sn(ω)J0(kr)

+
∞∑

m=1

2jmJm(kr)

(
N∑

n=1

Sn(ω) cos(mϑn) cos(mφ)

+
N∑

n=1

Sn(ω) sin(mϑn) sin(mφ)

)
. (5)

To reproduce the original plane wave with the set of speak-
ers one only needs to match the terms in the two equa-
tions (2) and (4). Since m goes to infinity for an exact
reproduction, it is clear that the summation has to be trun-
cated. The maximum value of m used in the calculation is
termed as order. In the following, the order will be limited
to first order in two dimensions. The required signals are
represented by the following equations:⎛

⎝W (ω)
X(ω)
Y (ω)

⎞
⎠ =

⎛
⎝ Sϕ(ω)

Sϕ(ω) cosϕ
Sϕ(ω) sin(ϕ)

⎞
⎠ , (6)

where W represents the zero order component, X and Y
represent the first order components. This representation
is referred to as B-Format in case of a field representation.
The n-th speaker signal can be given as

Sn(ω) =
β

N
W (ω)+

(1 − β)
N

[X(ω) cos(ϑn) + Y (ω) sin(ϑn)] , (7)

using the concept of virtual microphones. The angle ϑn an-
gle of loudspeaker n with respect to the origin and β ∈ [0, 1]
can be used to vary the characteristic of the virtual micro-
phone between onmi (β = 1) and figure-of-eight (β = 0)
Several schemes exist to optimize the result of the speaker
signals in terms of perceptual and physical accuracy [10].
The process of generating the speaker signal is termed as
decoding. Several publications discuss the optimal decod-
ing for different speaker layouts. The reader is referred to
[14], [15] and [10] for a detailed discussion of decoding.

2.2. High-order field representations

For high-order field representations, a huge amount of com-
putational power is required. These can not be handled di-
rectly on the authoring workstation. A dedicated rendering
PC cluster is required, which communicates with the au-
thoring tool via network connection. The required process-
ing chain is dicussed in Section 3.

2.3. Source representations

The outgoing field of a radiating source can also be repre-
sented in spherical harmonics. This was termed O-Format
for low-order Ambisonics in [16]. The representation is
equivalent to the incoming field represented using the B-
Format and was extended more recently in [17]. The source
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representation can be used in an acoustic scene represen-
tation by decoding the radiated field for a given direction
to the origin of the desired listening position. In case of
a source representation a single audio stream is extracted
which corresponds to the angle of incidence for the listen-
ing position. A detailed description can be found in [18].
By applying manipulation techniques, the source represen-
tation can be adapted in the spatial authoring process. Fur-
thermore, room simulation applications all required direc-
tions for a room model can be extracted from the source
representation.

2.4. Manipulating representations

If a field representation or a source representation should be
included in an auditory scene the modification of the signals
is desirable. For the spherical harmonic representation, the
following manipulations are well known and implemented
in several devices [19].

• Rotation in azimuth and elevation

• Mirroring the representation

• Dominance/Width

These modifications can easily be implemented in a matrix
transforming the original signals W (ω),X(ω),Y (ω) to the
transformed versions W ′(ω),X ′(ω),Y ′(ω) using the dedi-
cated matrix M (·) [19].

⎛
⎝W (ω)

X(ω)
Y (ω)

⎞
⎠ = M (·) ×

⎛
⎝W ′(ω)

X ′(ω)
Y ′(ω)

⎞
⎠ (8)

In case of a rotation in azimuth direction, the coefficients of
the manipulation matrix M α become

Mα =

⎛
⎝1 0 0

0 cos(α) sin(α)
0 − sin(α) cos(α)

⎞
⎠ , (9)

where α denotes the rotation angle in azimuth direction. For
the modification of the dominance, which is equivalent of
using a different directivity of the W signal, the matrix M Δ

is used. This process reduces the amount of energy from a
certain direction. If the dominance is defined as the factor
Δ the matrix becomes

MΔ =

⎛
⎝
√

2Δ 1 0
1 1√

2
Δ 0

0 0 1

⎞
⎠ , (10)

to modify the front-back dominance. One can also think
about extracting a single audio stream out of the field repre-
sentation, which can be positioned as a single monophonic
source in the further processing. This is equivalent to de-
code an Ambisonics signal but can also be defined as a
virtual microphone at the origin of the field representation
[20]. This is more adequate in terms of spatial sound de-
sign.

3 OBJECT-ORIENTED SPATIAL AUTHORING

In case of object-oriented sound design, the auditory scene
is not produced for a specific multichannel representation
(speaker layout). The mix will be converted into an ab-
stract scene representation and is not bound to a fixed loud-
speaker set-up or reproduction-technique. During playback,
the scene representation will be adapted to the actual re-
production system using specialized rendering modules for
each format. Figure 1 illustrates the basic components of
an object-oriented production as well as the output of every
processing stage.

3.1. Basic Concept

In object oriented mixing, each auditory event is repre-
sented by a sound source object. A sound source consists
of the actual audio data and additional meta data describing
the source properties. The sound engineer is able to ma-
nipulate the audio as well as the source properties of each
sound source separately. Automations with respect to time
can be applied, e.g. to create a moving sound source [ 21].
Due to the object-oriented representation, the sound engi-
neer is able to create higher abstraction levels by grouping
sound sources and edit these groupings as if they were sin-
gle sound sources. For example, the spatial arrangement
of the sources of a drum set (hi-hat, snare, cymbals, etc.)
could be put together into one group object [ 22]. After fin-
ishing the mix, audio and descriptive data are exported into
a object-oriented scene representation. This format needs to
save the source properties aligned in time to the audio data
to ensure consistency of audio playback and sound source
position. The scene representation can be read by an ar-
bitrary playback/rendering module. This module generates
the actual speaker-wise audio data for the specific reproduc-
tion system or the desired field representation.

The main advantage of object oriented mixing is that an
artist does not have to care about a specific reproduction
situation. Instead, he can create and edit the auditory scene
with all contained sound sources directly. The specifics of
the intended playback system can be largely neglected and
the artist can concentrate on the spatial composition. In
comparison of using low order field representation an op-
timal reproduction quality can be ensured for the given ren-
dering system. In summary, the mixing work flow for dif-
ferent reproduction formats is unified and specific playback
system characteristics are hidden to some extent to the user.

3.2. System structure

Referring to Figure 1 the integral parts of a tool for object
oriented spatial mixing are, Audio authoring module, Spa-
tial authoring module, Rendering module. These parts will
be discussed in detail in the following sections.
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Figure 1: General signal and control flow of an object-oriented spatial authoring system.

3.2.1 Audio authoring

The audio authoring contains the audio editing and arrang-
ing functionalities, which are supplied by a digital audio
workstation. Thereby, the audio scenes consist of a multi-
tude of single audio clips which involve clip-specific meta
data (automation).

3.2.2 Spatial authoring

The spatial authoring module communicates with the audio
module. In this way, it connects the audio-clip related data
with additional spatial properties to so called sound sources.
Such a sound source consists of the audio-clip from the au-
dio authoring module and the spatial properties from the
spatial authoring tool. The spatial authoring module en-
riches the common mixing process with the following func-
tionalities:

• Visualization of the sound source positions

• Editing/recording of spatial motion paths and timing
adjustment.

• Creation of hierarchies to provide complex connected
motion lines .

The visualization of the sound source positions provides
the sound engineer with the possibility to easily check the
spatial position of a single sound source and to get an
overview of the entire scene. The spatial authoring module
should furthermore provide the functionality to individually
record/playback and edit motion lines (spatial motion paths)
for each sound source. The timing of motion lines should
also be easily editable to get in sync with the corresponding
audio material. To create complex auditory scenes, the spa-
tial authoring should also provide the functionality to build
up complex hierarchies of sound sources. Therefore, single
sound sources should be groupable.

3.2.3 Rendering

The rendering part is responsible for mapping the sound
sources to specific playback-system dependent audio data.
Therefore, it has to use both the pure audio from the audio
authoring module and the corresponding scene description
from the spatial authoring module. One possibility is to ren-
der the acoustic scene into a field representation. Another
solution is to render the acoustic scene directly to a specific
speaker layout for example using higher order Ambison-
ics. In the latter case, the rendering is normally done on a
dedicate rendering system consisting of a plurality of audio
processing devices.

4 AMBISONICS IN OBJECT-ORIENTED SCENE
REPRESENTATIONS

In case of low-order Ambisonics, the rendering can be per-
formed inside the object-oriented mixing tool. The output is
a field representation, which can be exported or decoded di-
rectly into a specific speaker layout as part of the audio pro-
cessing of a digital audio workstation. This scenario will be
discussed in the following. Figure 2 shows a detailed view
on the signal flow. The rendering block is implemented as
part of the digital audio workstation using the audio pro-
cessing based on plug-ins. These plug-ins are controlled
by the spatial authoring tool. Depending on the input for-
mat coming from the audio editing stage, one can think of
different source representations which are rendered to the
field representation. Mono signals are represented by a sin-
gle source and encoded into a field representation. In case
of multichannel representations like stereo or surround, the
signal are represented as a group of mono sources and can
be treated as a separate mono sources from the signal pro-
cessing point of view. For the user this sources are groups.
If the multichannel representation is already coded into a
field representation, the spatial authoring offers controls to
modify this representation to fit into the current auditory
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Figure 2: General signal flow for low-order rendering and processing using field representations (FR) and source repre-
sentation (SR) data.

Figure 3: Realization of an object-oriented Ambisonics spatial authoring tool.
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scene. The last possibility is a multichannel audio file con-
sisting of a source representation. In this case, a single au-
dio stream is extracted according to the desired position and
orientation of the source. The resulting audio signal is en-
coded to a field representation afterwards. The use of an
encoding plug-in as part of the processing of the DAW en-
ables the direct monitoring of the mix in the given loud-
speaker layout. This concept is realized in a prototype sys-
tem. Figure 3 presents a screen shot of the system. By
inserting a specific plug-in into an audio track this track can
be used by the object-oriented authoring tool shown on the
right side. Audio events in the track are automaticly rep-
resented as sources in the object-oriented authoring tool.
These mono sources can be automated by having a view
on the complete auditory scene. The audio processing of
the events is performed in the track and a B-Format signal
is the output of the track. These signals are summed and fed
through a decoder plug-in into the master bus.

5 SUMMARY AND CONCLUSIONS

In this paper, a concept for the integration of Ambison-
ics authoring into a object-oriented spatial authoring tool
was presented. Various representations of acoustic sources
and fields have been discussed. Due to the integration into
a reproduction system independent scene description, the
sound designer is able to prescind from the specific repro-
duction techniques. Furthermore, the spatial arrangement
of sources in a complete scene description corresponds well
to the mental model of a sound designer during the spatial
authoring process. Ambisonics can be used as source and
field representation in the object-oriented mixing process to
represent complex audio sources as well as pre-produced
field representations from external sources or recordings. A
well defined exchange format which can be embedded into
an object-oriented scene description is highly desirable.
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